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APPLICATIONS OF IMAGE REGISTRATION IN PARAMETRIC IMAGING

Applications of image registration in parametricaging are investigated. The manual and automatic
image registration methods has been used for intagenage registration in image sequences to correct
movement artefacts in reconstructed parametric @nagdditionally image registration methods weredufor
multimodal visualization of structural and paranmetmages. Achieved results proved that automatiage to
image registration for motion correction in paratieeimaging improves the quality of parametric irmagThe
multimodal visualization of structural MRI imagesdaparametric DSC-MRI images enables to correlatall
dynamic changes with morphological features.

1. INTRODUCTION

Parametric images represents values of reconstirpeteameters for assumed tissue/activity
model. This extends the structural imaging towdntstional imaging, e.g. Dynamic Susceptibility
Contrast DSC-MRI [1], ASL MRI [2], dynamic PET/SPE(3], active thermography [4], etc. In
parametric imaging study we assume that the sfatlkeoobject is modified based on internal or
external excitation (natural or artificial). Theod®n property (set of properties) is measuredas th
excitation related response of the object. In imggitudies a set of images (sequence) is measured;
each for a particular time point (assuming reguwarirregular sampling). Every 1D signal is
characterized by its location (p-pixel index) angeaof samples:

" ={s,s,8P,...s2}, (1)

where: K — a total number of samples measured guariddynamic study, p — index of a
measurement point, related(iqy) coordinates.

Based on observations and/or other knowledge tfecprocess model is assumed. The model is
characterized by a set of parameters. The task find for eachS’ appropriate (the best possible)
set of parameters. Synthesis of parametric imageally uses model to data fitting procedures or
matrix-based operations. The calculated parametieilevfor eacts generates a matrix, used for
parametric image composition. Depending on chodgectprocess model a set of parametric
images can be generated. In this study we usednp#iia images for active, dynamic infrared
imaging (ADIR) and dynamic susceptibility contr@3SC) MRI imaging.
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2. PARAMETRIC IMAGING

In the active, dynamic infrared imaging a targgeobis excited (fan cooling, optical heating
used in the reported study) during a given timeaopedt. As a result of the heating the object
temperature varies in time according to thermapertes of the object. Sequence of images are
recorded by thermal camera with frequency adjusidtie object properties and heating conditions.
The observed character of time series is exporieatid can be described by the formula

" N t. .
§h =B +ZBf*ex;{—'—'le;| =1..K (2)
T

= j

where: B — amplitudes,s” - analytical value of a-th sample (estimate), N — number of time
parameters (no of layers of equivalent electric@l Rodel), rj"- time constant for layey. We
explore one and two layers models (parameteysnfl up to two time constants ABE, A2=1/zr?,
A3=BJ, A4=1/7]). Described parameters represent thermal propeasfi¢he object (are related to

conductivity, heat capacity, etc.). Parametric imagconstruction method is looking for parameters
of the equation (2) which minimize fitting errors the measured set of samples (1). ADIR imaging
was used to investigate this new method for skim®investigation. Images were collected during

phantom and in-vivo (domestic pig) studies. In dpplied ADIR imaging the optical heating (a set

of lamps - 1000W) was usually lasting 30s. Thermmglges were captured every 1s during 90-180
seconds (up to 90-180 images, K=90-180). Threemifit phantoms and three domestic pigs were
used. The Local Ethics Commission approved the glaxperiments conducted on young pigs.

In DSC-MRI imaging, after injection of a bolus afrdrast agent (e.g. Gd-DTPA), a series of
images are measured. This image-sequence datanizrédseal voxel activity of contrast (blood)
flow and distribution. It is assumed, that measukdgl signal values are proportional to the
contrast concentration. Contrast concentration fasetion of time is measured for brain supported
arteries which is estimated as the arterial inpatfion (AIF). In real conditions the AIF is not an
ideal impulse function (dispersion and delay), addally in DSC-MRI measurements are done
from a volume of interest (VOI) therefore deconvmn is required to calculate VOI impulse
responsé&*R(t):

t
C.(0) = - Cu () {F (Rt - D). 3)
0
where: C,(t } contrast concentration in the artery (e.g., Med@lerebral Artery) — Arterial Input
Function AIF, C,(t ) contrast concentration in the tiSSbeeh’_ scaling factor (quantitative

description),F*R(t) — scaled impulse response (residue function) e$i@I. TheR(t) - represents
fractional tissue concentration.

Assuming that contrast material remains intravascahd the first pass of the contrast bolus can be
eliminated from the concentration function a sepeffusion related parameters can be calculated
(using deconvolution to finR(t)). SinceR(t=0) should be equal to 1, then

F [R(t =0) = F =rCBF (regional Cerebral Blood Flow). 4)
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Regional cerebral blood volume (proportional to tleemalized total amount of tracer) and mean
transit time (average time required for any givartiple of tracer to pass through the tissue after
ideal bolus injection) can be estimated as

(CBV = (Tct (1)d rj/(%ofca(r)d rj . (MTT=rCBV/ICBF. (5)
0 0

Image sequences for in-vivo measurements werectetleusing 1.5T MRI scanner (SE-EPI with:
12 slices, 50 samples, TR=1.25-1.61s; TE=32-53ie ¢hickness 5-10 mm; 60 series - 3000
images). Using own, created software (Java) weaetdd signals and concentration curves used in
further processing to reconstruct rCBF, rCBV andfivparametric images.

3. GEOMETRY TRANSFORMATIONS

Global and local geometry transformation methodsewavestigated. In case of global
geometry transformations the affine transformatiand non-linear transformations (i.e. polynomial
transformations) were analyzed and implementeddifg appropriate control global point pairs it
is possible to automatically calculate transfororatiparameters and use them for an image
geometry transformation. Local geometry transforomest were tested for the Delaunay triangulation
and for the morphing transformation (based on immagephing). Morphing transform is based on
the line segment comparison between template amdformed images. Detail description of the
method we presented in [5].

In image registration the very important problemtasfind corresponding pairs of control points
(CPs). The simplest method is to find manually anynCPs as required for a particular registration
algorithm. Another possibility is to develop an @ithm for automatic identification of CPs in
source and target images. In literature there ameymeviews of algorithm for automatic registration
of images (e.g. [6][7][8]). Usually, those methais dedicated solutions for given class of images.
In this study we developed methods for automatniification of CPs for two basic goals in the
parametric imaging process:

1) geometry correction due to patient (animal) rmogets during dynamic experiment;

2) multimodal visualization of structural and pagdrc images.

Three software packages were implemented in Jawagrganming language for image
registration/multimodal visualization, parametmeage reconstruction for ADIR imaging and DSC-
MRI. The implemented methods for image registradod multimodal visualization support a user
with opportunity to read source/target images (DMC@nd other formats), perform manual CPs
identification, automatic CPs identification, imagegistration with specified method (global or
local), and multimodal visualization using alpha+iding globally or within ROI. Automatic
identification of CPs is implemented differentlyr fomovements correction (MC) in an image
sequence and for multimodal visualization. In caseMC the images are thresholded to find
regions. Those regions are used as masks to dertk&r interior values between imagend (+1)

in a sequence. Since images in a one sequencenptegesame objects in time, they are very
similar. Therefore the pattern matching method sedutesting different locations (and it's local
neighborhood) to compare nearest regions in coorelipg images (i.e. imageandi+1). As the
similarity measure the correlation coefficient ged (similar range of values). The decision about
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which CP should be used is based on correlatioffficeat value and a distance between the
reference CP iirth image and candidates in imagei#fb. The CP is a region centre of gravity.

In case of image registration for multimodal viszaion either manual or automatic method for
identification of CPs is used. In case of automatiethod image color tables are compared and
fitted (a grayscale color table M2-black-to-whiteused). Then images are thresholded (using
automatic threshold estimation based on local grad) and the surrounding background is
eliminated using image binarization. Separate pgoigtimination (high frequency noise is
eliminated) is performed using morphological clgsoperator. The next step eliminates a scalp and
bones (if present). The automatic method is usexkdan gradient difference in thresholded
source/target image. Then four characteristic gpqtige points) are detected at North, South, West
and East of the source/target image. In the next thte image is scanned top-down and left-right to
find the external inner border points of threshdldegions (e.g. of brain). The final set of poiists
reduced (if required) by eliminating those pointsiehh are not appropriate for a chosen registration
method (e.g. points which are close each otherth&athe multimodal image is presented using
global or local (i.e. inside a ROI) alpha blending:

c=(1-alpha)*a + alpha*b, (6)

where:c — new pixel valuea,b — pixel values for a source imageand a target image, alpha—
scaling factor (0..1).

The alpha scaling factor, the ROI size and positian be defined using a graphical user interface
created in Java programming language.

3. RESULTS, DISCUSSION AND CONCLUSION

The image sequences were process to reconstruammnetic images. First, the image to image
registration was performed to correct patient (atjmmovements. The most representative
examples can be presented for animal studies $imaece is very difficult to immobilize them. For
particular sequences measured with ADIR imaginghotthe parametric images were calculated,
first for non corrected sequences, then for coegbctequences. In most examples (were the
observed movement was significant) we observednipeovement of quality in observed burned
wounds (Fig. 1). The image to image registratioedus ADIR imaging improves the final result of
parametric image reconstruction. The movement aotefare highly reduced and the interested
regions (burn wounds) are presented with more deeders. In Fig. 1 it is easy to analyze the Al
parameter change in 4 burn wounds and used thesniation for decision taking about possible
spontaneous healing of particular wounds. The dgaéine results of the ADIR imaging diagnostic
value in burn wounds investigation without motioorrection (analysis by values averaging in a
wound ROI) are presented in [4]. The applicationmaition correction eliminates the requirement
of values averaging with a ROI and additionally rnges quality of diagnostic (parametric) images.
In Fig. 2 some results for image registration angdtimodal visualization are shown. Automatic
image registration for multimodal visualization waaidated using experts (radiologists) opinions
and based on experiments with a test set. Usirgjnati set of images a series of geometrically
modified images was generated. MRI images were fieddiby eleven different affine and
perspective transformations. The total number @fges in a test set was 24. All images from a test
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set were processed to fit reference images usiimgearansformation, Delaunay triangulation and
morphing transformation. As a measure of regigimatjuality a difference image (i.e. registered
compared to an original image before modificatioms)s generated. Difference images were
constructed using grayscale. For quantitative easdn of algorithms three indexes were used:
RMS error (normalized to the dynamic range of imaggues), correlation coefficient and

normalized standard error (NMSE) given as

S 3 (F(xy) = F(x )
NMSE= 2= , (7)

SY(Fxy)

x=0y=0
where:f(x,y) — registered (transformed) image value(fqy), f'(x,y) — original (test set) image value
for (x,y).

Fig. 2. The multimodal visualization of T1-weightidage and regional CBF image. Global and locdialplending
results are presented (high perfusion in the tumgion)

Taking into account all tests the affine transfagave the worst results. It could be expected since
affine transform is based only on 3 global CPs.ngdbelaunay triangulation much better results
were achieved. Of course higher number of trian@testrol points) leads to better normalization
quality. However using automatic method (withoutifiaral markers) it is very difficult to find
many control points. In many cases morphing transforoduced much better results than Delaunay
transform. This is highly related to compared otgesizes — if two objects were similar (in case of
scale) then the morphing method worked more acelyrasome examples of results are presented
in Fig. 3 and in Tab. 1. All method were implemehte Java programming language. Tests were
performed on Pentium 4 3.2GHz, 2GB RAM, Windows X®Rerage calculation time results are
3.5s for affine transform, 6.2s for Delaunay transf and 12.5s for morphing transform.
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Tab. 1 Examples of quantitative comparisons ofinalgand automatically registered images from &t $et (Fig. 3.)

Normalized RMS NMSE (0 — the best) Correlation coefficignt
(0 — the best) (1 — the best)
Affine 0.0363 0.1506 0.868
Delaunay 0.0348 0.140 0.8769
Morphing 0.0357 0.147 0.871

Fig. 3. Results of automatic image registrationpfdéeft: an example from the test set, original gmgwithout scalp),
automatically registered image, difference image(tdjitative comparison in Tab. 1.)

Concluding, the automatic image to image regisimatior motion correction in ADIR imaging

highly improved the quality of parametric imagesieTmultimodal visualization of structural MRI

images and parametric DSC-MRI images enables toelate local dynamic changes with
morphological features. Further studies will invgste other automatic methods for image
registration and the quantitative correlation offRtad DSC-MRI dynamic studies (e.g. CBF).
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